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Background & Motivation

⚫ Translation Memory (TM) augmented Neural Machine 
Translation (NMT) achieves gains over the vanilla NMT 
(without TM) under the conventional scenario. 

⚫ However, it fails to advance the vanilla NMT under a low-
resource scenario.
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Methods & Results

⚫ TM-NMT can be viewed as a latent variable model. It has 
lower bias but higher variance.
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Methods & Results

⚫ TM-single: only use top-1 TM.

⚫ TM-average: average ensemble top-5 TMs.

⚫ TM-weight: weighted ensemble top-5 TMs.


